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Focusing on the binary polymer mixture films under the off-critical condition, the phase dynamics and
wetting layer formation mechanisms of pattern-directed phase separation are numerically investigated.
The simulated results demonstrate that, for different compositions, the polymer mixtures on the strip
patterned surface can exhibit various phase morphologies in the strips of the bulk, which can be used to
tailor the microscopic structures of films. The evolutions of these phase structures in the strips of the
bulk obey almost the same power law with an exponent of 1/3, i.e., the Lifshitz–Slyozov growth law for
the films with various off-critical degrees. It is found that the wetting layer thickness near the patterned
surface grows logarithmically at the initial stages, just like the wetting layer formation mechanism of the
polymer mixture near the surface with an isotropic potential. This revels that only patterning the surface
potential may not change the growth law of the wetting layer. The simulated results also indicate that the
diffusion of the component in the direction parallel to the surface originates from the edge of the strips.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

The surface-directed phase separation (SDPS) has attracted much
attention since Jones et al. found the ‘‘surface-directed spinodal
decomposition waves’’ in the PEP-dPEP blend film where wave-
vectors are normal to the surface and propagate into the bulk [1]. The
experimental or theoretical works on this important topic have
recently been reviewed by Krausch [2] and Puri et al. [3,4], respec-
tively. These discussions mainly focused on the formation mecha-
nisms of the wetting layer. Various wetting layer formation
mechanisms were reported, such as surface potential dependant
mechanism (for long-range surface potential), logarithmic law
(T� ln t) (for short-range surface potential), Lifshitz–Slyozov (LS)
mechanism (T� t1/3), and pure diffusion limited mechanism (T� t1/2),
where T and t denote the wetting layer thickness and the evolution
time respectively. However, little work refers to the relation
between these wetting layer formation mechanisms and different
conditions, e.g., composition, quench depth, noise strength and
surface interaction strength, etc. For instance, Puri and Binder [5]
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investigated the composition dependence of the wetting layer
evolution, and found that, when the minority component is
preferred by the surface, the growth law of the wetting layer obeys
LS mechanism. However, it turns to logarithmic growth law when
the majority component is preferred by the surface. The formation
reason for these different growth laws was attributed to the differ-
ence of the bulk phase morphologies induced by the off-critical
degrees of the compositions, which really reflects the changes of the
interplay between the surface potential and the bulk chemical
potential [5,18]. Employing a cell dynamical system (CDS) model,
Marko discussed the dependence of the bulk phase morphology and
wetting layer formation mechanism on surface potentials and noise
strengths [6]. For the SDPS with off-critical condition, Brown et al. [7]
found a transition of the power law exponent from 1/3 to 1/6 during
the evolution of the wetting layer when the majority component is
preferred by the surface, because a deep depletion layer of the
majority component forms near the wetting layer which screens the
material diffusion from the bulk to the wetting layer. The different
quench depths also result in different wetting layer formation
mechanisms with power laws of 1/3,1/2 and logarithmic, which has
been experimentally observed by Geoghegan et al. [8] and theo-
retically analyzed by Yan et al. [18]. Although many researches have
been processed, it is necessary to find more evidence to identify the
dependence of the wetting layer growth law on different internal
and/or external conditions.
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Patterning the surface with ordered surface potentials which
preferentially attract one of the two components, then the SDPS
can be defined as pattern-directed phase separation (PDPS) [9,10].
The PDPS, which is of great theoretical and technological impor-
tance, can not only promote the understanding of the phase
dynamics in the thin films, but also provide the practical appli-
cations in polymer-based microelectronic elements. Most experi-
mental works for PDPS [9–15] mainly focused on the relations
between the phase dynamics and the properties of the patterned
surface, including the period, the selective surface potential, etc.
The effects of the film thickness and the quench depth have been
considered [9,10]. The kinetic pathway of PDPS has also been
explored by the numerical method [16,17]. For example, employ-
ing the Cahn–Hilliard–Cook (CHC) equation, Kielhorn and
Muthukumar. [16] firstly numerically simulated the phase
morphology of the PDPS in the three-dimensional (3D) space, and
examined the effects of surface potential on the growth law of the
bulk phase domain. The phase morphology and evolution
dynamics of PDPS with the critical condition have also been
investigated by Yan et al. [17,18] in the real space and the recip-
rocal space, and the effects of the quench depth and the period of
the pattern have been considered. However, the phase structures
and dynamics of PDPS in the off-critical condition have not yet
been investigated even up to now, which is more important in
supplying the theoretical explanation for the corresponding
experimental observations. Moreover, almost no attention is paid
on the wetting layer formation mechanisms in PDPS, which really
reflects the effect of the surface potential architecture on the
formation of the wetting layer and consequently has a tight
relation with the stability of the thin film in the practical
application.

Thus, in the present paper we numerically simulate and analyze
the phase morphology and evolution dynamics of PDPS with
asymmetry compositions in 3D space on the basis of our previous
works [17,18], coupling the CHC equation and the Flory–Huggins–
de Gennes (FHdG) equation. The wetting layer formation mecha-
nisms on the patterned surface are also examined. We hope that
these investigations can give a more complete view on the PDPS
and promote its practical application.
2. Model and numerical procedure

The traditional model to describe the binary mixture phase
separation dynamics is the CHC diffusive equation [19],

vf

vt
¼ MV2dFffðr; tÞg

dfðr; tÞ þ hðr; tÞ (1)

where f(r, t) is the local fraction of component at point r and at time
t. h(r, t) is the thermal noise. M is the constant characterizing the
self-diffusion ability. The same degree of polymerization,
NA¼NB¼N, is set for a symmetric binary system. Hydrodynamic
effect is neglected on the reasonable assumption that the early and
intermediate stages should not be affected by the hydrodynamic
effect [20]. In polymer mixture, the free energy, F, is given by the
FHdG equation [21],

FðfÞ ¼
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where c is the temperature-dependant Flory–Huggins dimen-
sionless interaction parameter and b is the Kuhn statistical segment
length. The integral is performed over the volume, V, of the sample.
Puri et al. [3,22] deduced the two boundary conditions, which is
given by Eqs. (3) and (4),
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¼ 0 (4)

where h1, g and g are three parameters characterizing the static
surface diagram. z0 is the location of the surface. J is defined as the
polymer flux, J¼VdF/df, which is used to ensure that the flux of
polymer components through the surface boundary is zero and
then enforces conservation of the order parameter. It has been
proved that the calculated results are more precise if Eq. (3) is
coupled into the dynamic model [23]. Thus, by lumping together
Equations (1)–(3), and by rescaling into a dimensionless form, the
dynamic equation can be obtained as Eq. (5) [17],
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Here cs is the spinodal value of c at f ¼ f0, i.e., cs¼ 1/
[2Nf0(1� f0)], where f0 is the initial average concentration of
component A, with f0¼ 0.5 for the critical condition in the present
simulations. cf is the deepest quench. r and s are rescaled spatial
and temporal variables respectively, given by r ¼ ðjcf � csjÞ1=2r=l
and s¼NM(cf� cs)

2t/l2. d(x) is the Dirac-delta function, ensuring
that the surface free energy only affects z0¼1.

Eq. (5) can be solved using the finite difference approach [24].
Numerically, for the sake of numerical stability and higher accuracy,
the Laplacian V2 is discretized based on the cell dynamics scheme
(CDS) proposed by Oono and Puri [25]. It is then transformed as,

V2X/
1

x2
ðhhXii � XÞ (6)

where x is the cell size. CCXðr; sÞDD represents the following
summation of XðrÞ for the nearest neighbors ðr$Þ and the next-
nearest neighbors ðr$r$Þ, and the next–next-nearest neighbors
ðr$r$r$Þ:

hhXðrÞii ¼ B1

X
r¼ r$

XðrÞ þ B2

X
r¼ r$r$

XðrÞ þ B3

X
r¼ r$r$r$

XðrÞ (7)

where B1, B2, and B3 are 6/80, 3/80 and 1/80 for the 3D system. In
order to avoid the discretization effect due to the lattice size [23],
the surface terms h1, g and g are rescaled by the step length of the
spatial discretization, Dr, and are listed as follow,

h1/h1=Dr; g/g=Dr; g/g=Dr (8)

The simulation is carried out in the similar conditions as the
previous work [17], The free boundary conditions were applied at the
other end in the z-direction, and periodic boundary conditions were
applied in x and y directions. The thickness of the film is fixed at 16, and
the periodicity of the stripe patterned surface is denoted by l¼ 16.
Noise, with the magnitude of �1� 10�3, was only added once at the
start of the quench. The interaction strengths of the surface potential, h1,
of the blue and red strips in this figure were set 0.5 and �0.5
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respectively. g¼ 0.1, g¼ 0.1 and N¼ 200 were set in all simulations. To
simplify the numerical procedure, and to avoid having to rescale the
lattice, cf� cs was chosen to be the same before and after the quench,
and was fixed at 0.0133 throughout simulations. A dimensionless
parameter, 3, which is defined as 3¼ (c� cc)/cc, denotes the quench
depth in this work, and 3¼ 0.1 was set for all simulations. The Dt(time
step) value used during the temporal discretization was 1�10�4, and
the spatial discretization step was Dr ¼ 0:5. Various calculations with
compositions of 0.3, 0.35, 0.4, 0.45, 0.5, and 0.6 were carried out to
examine the effects of the composition.

3. Results and discussions

In this section, the 3D phase morphologies during evolution are
firstly introduced. Then, the evolution dynamics of the phase
structures in the bulk is investigated in the reciprocal space by two-
dimensional Fourier Transformation (2DFT). The wetting layer
Fig. 1. 3D patterns showing the morphology evolutions of different compositions, the color b
(e) and 0.6 (f). [For interpretation of color referred in this figure legend the reader is referr
formation mechanisms are discussed by contrasting different
growth laws observed in the films with different compositions.

3.1. Phase morphologies and phase inversion

The 3D morphologies’ evolution of the films on a strip patterned
surface with the time increasing from 0 to 1000 is illustrated in
Fig. 1.

The concentration of the preferential component, i.e., compo-
nent A, is marked with the color bar in the 3D figure. It can be found
from Fig. 1 that the ordered phase structures induced by the strip
pattern originally occur near the surface, and then penetrate into
the bulk gradually. The penetrating speeds of the anisotropic waves
induced by the patterned surface vary with the change of compo-
sitions. Correspondingly, the phase structures in the polymer/air
interface exhibit different morphologies. The nearer the composi-
tion is away from the critical point (f¼ 0.5), the faster the surface
ar indicates the concentration of component A. f¼ 0.3 (a), 0.35 (b), 0.4 (c), 0.45 (d), 0.5
ed to web version of the article.]
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effect propagates into the bulk and the clearer the strip pattern can
be seen in the polymer/air interfaces. For the mixtures with
compositions 0.3 and 0.35, the phase separation is mainly induced
by the wavelength of the patterned surface.

From the lateral direction, the checkerboard-like structures
[10,17] also appeared during the dynamical evolution of the phase
structures (Fig. 1(c)–(f)). In the late stages, the checkerboard-like
structures finally coarsen to cylindrical (Fig. 1(c), (d), (f)) or bi-
continuous (Fig. 1(e)) structures due to the effects of the stronger
bulk phase separation [16,17]. Comparing Fig. 1(c) with (f), one can
find that the phase structures in these two cases are almost the
same because the compositions of the preferential component for
the strips with different potentials are the same in these two cases
(f¼ 0.4 and f¼ 0.6). Clearly, these two symmetric situations have
almost the same evolution dynamics. Thus, in the following
discussion, we would like to focus on the phase evolution dynamics
and the wetting layer formation mechanisms with compositions
f¼ 0.35–0.5.

Fig. 2 shows the phase morphologies in the polymer/air inter-
face (z¼ 16). The patterns with compositions f¼ 0.35, 0.4, 0.45 and
0.5 are listed from top to bottom, and the time from left to right are
30, 70, 220 and 1000 respectively.

It is obvious that the phase inversion, where A-rich phases will
transform to B-rich ones, occurs during the phase evolution except
that the mixture with f¼ 0.35 does not undergo phase separation
due to the high off-critical degree [5,18]. The branch structures at
Fig. 2. 2D morphologies in polymer/air interface with different
the boundary between two close stripes can be observed in
Fig. 2(b)–(d), demonstrating that the inversion of the phase
morphology from in-phase to out-of-phase originates from the
edges of the strips [10,17]. The mixture with f¼ 0.4 is selected as an
example to gain detailed insight into this inversion especially near
the patterned surface.

The evolution of the morphologies (Fig. 3(b)) and the concen-
tration profiles at the layer with z¼ 2 (Fig. 3(c)) are illustrated. As
shown in Fig. 3(a), for convenience, only a small region of one
certain strip is considered. It is described in Fig. 3(b) that the
inversion of the preferential component starts from the edge of
the middle strip, and diffuses gradually to its close strips. Finally,
the middle strip is dominated by the inversed component,
demonstrating that a phase inversion occurs in this strip.

Fig 3(c) plots the averaged concentration, fav, along y axis,
which indicates the concentration fluctuation during the phase
evolution [17]. At the initial stage (s¼ 2), the concentrations of
component A in the A-preferring strips (y¼ 0–8, 16–24, 32–40,.)
are lower than the average concentration, i.e., f¼ 0.40, which is
due to the z-direction diffusion of component A towards the
wetting layer due to the attraction from the surface. This mecha-
nism is similar to that of general SDPS [1–8]. However, at the edge
of each stripe, the situation differs. One can note that the concen-
tration in the edge extremely increases, leading to a strong fluc-
tuation. Basically, the concentration fluctuation is induced by the
difference of the potentials of the close strips. Then, the component
compositions. From left to right: s¼ 30, 70, 220 and 1000.
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accumulating in the fluctuation waves near the edges diffuses to
the middle of the close trips until the concentration at the edges
between two close strips is uniform (s¼ 70). Thus, the diffusion
of the component parallel to the surface originates from the edge
of the strips, corresponding to the illustration of Fig. 3(b). Moreover,
the component diffusions in both z and y directions are observed in
the present study, which enriches our previous works [17].

3.2. Analysis of kinetic pathway in the reciprocal space

The pattern in the real space can be transformed into that in the
reciprocal space by 2DFT. Fig. 4 is an example showing this trans-
formation for the pattern in the polymer/air interface.

As shown in Fig. 4, the 2DFT image is characterized by two
features [9,10,14]: a diffusive ring and a series of sharp harmonic
peaks uniformly distributed along the vertical axis. According to
the discussion in our previous work [17], the amplitudes of the
harmonic peaks will fluctuate with the increasing time, corre-
sponding to the phase inversion among the strips. Thus, from the
pattern in the reciprocal space, both the isotropic phase structures
in the strips and the anisotropic periodic structures can be inves-
tigated separately.

Fig. 5 illustrates the temporal evolution of the amplitudes for the
first harmonic peaks in the anisotropic period profiles (Fig. 4(c)
bottom) with various compositions. The amplitude of the first
harmonic peak (J1) reflects the status of the corresponding period
structure very well [17]. In general, the larger J1 is, the more obvious
the first order period structure is. It is obvious in Fig. 5 that the
f¼ 0.45 sample has the largest amplitude which fluctuates within
a longer time range. Thus, a higher off-critical composition corre-
sponds to a narrower range for the phase inversion. Moreover, it is
also obtained that the phase separation in the polymer/air interface
is less influenced by the surface with higher off-critical degree,
consistent with the previous discussions.

3.3. Wetting layer formation mechanisms

In this section the wetting layer formation mechanism of PDPS
is discussed, which, as far as we know, has not yet been reported
elsewhere. Actually, the formation of wetting layer near a patterned
surface reflects the effects of the surface potential architecture on
the phase separation and consequently closely relates to the
stability of the thin film in the practical application. To define the
wetting layer thickness, we firstly introduce a parameter, P(z, s),
which can be defined as follows [26]:

Pðz; sÞ ¼
X
x;y

fðx; y; z; sÞsðx; yÞ
L2jfðx; y; z; sÞj

(9)

where L is the side size of x� y plane. s(x, y) describes the pre-
assigned pattern on the surface, and s(x, y)¼ 1, �1 respectively
denotes A, B preferring element of the surface. If the domain
morphology at plane z and at time s is perfectly in-phase, P(z, s)¼ 1,
while P(z, s)¼�1 if the morphology is totally out-of-phase. Any
intermediate value of P(z, s) (�1< P(z, s)< 1) would correspond to
a domain morphology between these two extremes.

Fig. 6 shows the plots of P against z with time evolution for
various compositions.

According to the P� z profiles, the concentration fluctuation
induced by the substrate occurs near the substrate originally, and
then penetrates into the bulk. When the composition is 0.35 or
0.30, far away from the critical point, the surface effect only
affects the system near the substrate, and plays little role on the
phase separation of the polymer/air interface, which agrees with
the above discussions. For the composition near the critical point,
the surface effect can however influence the bulk phase separa-
tion to a certain extent, leading to the phase inversion in the
bulk.

In the present study, the wetting layer thickness is defined as
the z value when P firstly reaches zero along z-direction. The
evolution dynamics of the wetting layer can be examined by plot-
ting the wetting layer thickness against the evolution time. Fig. 7
illustrates the wetting layer thickness as functions of evolution time
for various compositions at the initial stage. Actually, a longer
calculation may be needed to determine the wetting layer forma-
tion mechanisms at the later stage, which needs too much calcu-
lation energy. In the practical application, a very short evolution
time is usually necessary for obtaining an ordered microscopic
structure in the polymer/air interface, because the ordered struc-
tures induced by the patterned surface will be destroyed at the later
stage due to the increasing phase morphology evolution in the bulk
[9,10,17]. In an acceptable range, it can be found from Fig. 7 that the
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evolution of the wetting layer obeys the power law, T� ln(s), which
is the logarithmic mechanism. The simulated results of SDPS with
a uniform surface potential demonstrate that the wetting layer
formation mechanisms at the initial stage are determined by the
forms of the surface potential, i.e., the long-range surface potential
or the short-range surface potential [3–5,18,22]. Generally
speaking, a long-range surface potential corresponds to a surface
potential dependant mechanism while a short-range surface
potential leads to a logarithmical growth law of the wetting layer
[4,18,22]. As shown in Eq. (3), the form of the surface potential used
in the present study is really the short-range potential [18,22].
Thus, the wetting layer thickness grows logarithmically at the
initial time. This also reveals that only patterning the surface
potential may not change the growth law of the wetting layer.

The logarithmical growth law can be understood as follow. In
a viewpoint of polymer morphology, the phase separation comes to
being in the bulk although the degree of the phase separation is
very shallow in this stage. As shown in the schematic diagram in
Fig. 7, the interface between the wetting layer and the bulk is very
flat. Thus, the wetting layer formation mechanism only obeys log-
arithmical growth law in this stage [2,8,18]. This mechanism can
also be obtained by dynamical scaling analysis, which can be found
in our previous work regarding the SDPS system [18]. As a matter of
fact, the nature of the phenomena why the evolution of the wetting
layer exhibits different mechanisms is due to the interaction
between the surface potential and the chemical potential in the
bulk [5,18].
0 200 400 600 800 1000
-200

Fig. 5. The temporal evolution of the amplitudes for the first harmonic peaks in the
anisotropic period profiles (Fig. 4(c) bottom) with different compositions.
3.4. Evolution dynamics

In the reciprocal space analysis of 2DFT, the character size of the
phase domains can be represented by k* where the structure factor
S(k*) reaches its maximum. In the present simulation, k* is obtained
by fitting the S(k*)� k* curve with the Lorentz equation,
S(k)¼ aþ b/[(k� k*)2þ c] [9,10,17].

Fig. 8 plots k* against evolution time for various compositions in
a log–log scale. The linear fit for the data indicates that the evolu-
tion dynamics of the isotropic phase separation in the strips of the
bulk obeys the 1/3 power law (k*� s1/3), i.e., the LS mechanism
(Fig. 8(a) and (b)), except for f¼ 0.35 (Fig. 8(c)) which does not
undergo any phase separation in the bulk as discussed above.
However, the kinetic mechanism may exhibit diffusion limited
growth law (k*� s1/2) [27] or logarithmic growth law (k* w ln(s))
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[28] for a very thin film, where the surface potential is a majority
effect factor.

It is necessary to point out that, there are respectively two
platforms in the dynamic curves of Fig. 8(a) and (b), which is
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Fig. 7. The wetting layer thickness as functions of logarithmical evolution time. The
schematic diagram indicates the morphology of the wetting layer thickness, where the
colors of red, shallow green and deep green denote the surface, the wetting layer and
the depletion layer respectively. [For interpretation of color referred in this figure
legend the reader is referred to web version of the article.]
marked by A, B, C and D. To understand the cause of the platforms in
Fig. 8, the concentration profiles’ (P� z) evolution of f¼ 0.45
sample is plotted, separated by A/B points (Fig. 8(d)–(f)). For
example, Fig. 8(d) is the concentration profiles from s¼ 100 to
s¼ 240 (A0A), while Fig. 8(e) from s¼ 240 to s¼ 650 (AB), Fig. 8(f)
from s¼ 650 to s¼ 1000 (BB0).

From Fig. 8(d)–(e), the difference of dynamics among periods
A0A, AB and BB0 can be examined. On the basis of the former
discussion, the phase separation on the surface is affected by the
concentration fluctuation oriented from the substrate. The change
of concentration profiles with time indicates the transfer of
substrate effect, which provides the driving force for the molecule
diffusion in z-direction. During period A0A (Fig. 8(d)), it is obvious
that, the diffusion occurs between the central peak and trough of
the P� z profile fluctuation, according to the direction marked in
the figure. Then, the concentration profile changes from three
peaks to two, and the diffusion in the period of AB occurs between
the right hand side peak and the valley (Fig. 8(e)), which demon-
strates that the phase separation dynamics of A0A and AB separately
obeys the 1/3 law, but with a little breakpoint at A, which is the first
platform in Fig. 8(a).

The situation is a little different after point B, which is plotted in
Fig. 8(f). No obvious change of profile can be observed from s¼ 650
to s¼ 1000, but the P value of the polymer/air surface is fixed at 0.5,
indicating that the concentration of the surface comes to 0.61 (on
the preferred strips) and 0.29 (on the other trips). In this situation,
it is possible for the self-driving decomposition taking place on the
A-preferred strips, also with the dynamics consistent with 1/3
power law. The boundary of period AB and period BB0 is another
platform on Fig. 8(a), i.e., platform B. The above descriptions
Fig. 8(a) can also be used to explain Fig. 8(b).
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Fig. 8. k*� s plots for different compositions. f¼ 0.45 (a), 0.4 (b) and 0.35 (c), and the concentration profiles at different times for f¼ 0.45 (d–f).
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4. Conclusion

In this paper, the PDPS has been investigated in the cases of
various off-critical compositions. The simulated results demon-
strate that, for different compositions, the polymer mixtures on the
strip patterned surface can exhibit various phase morphologies in
the strips of the bulk, which can be used to tailor the microscopic
structures of films. The evolutions of these phase structures in the
strips of the bulk obey almost the same power law with an
exponent of 1/3, i.e., the Lifshitz–Slyozov growth law for the thick
films with various off-critical degrees. It is found that the wetting
layer thickness near the patterned surface grows logarithmically at
the initial stages, just like the wetting layer formation mechanism
of the polymer mixture near the surface with an isotropic potential.
This revels that only patterning the surface potential may not
change the growth law of the wetting layer. The simulated results
also indicate that the diffusion of the component in the direction
parallel to the surface originates from the edge of the strips. These
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results can give a more complete view on the pattern-directed
phase separation and promote its practical application.
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